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San Francisco World: Leveraging Structural
Regularities of Slope for 3-DoF Visual Compass

Jungil Ham!, Minji Kim', Suyoung Kang?, Kyungdon Joo®, Haoang Li?, and Pyojin Kim'

Abstract—We propose the San Francisco world (SFW) model, a
novel structural model inspired by San Francisco’s hilly terrain,
enabling 3D inter-floor navigation in urban areas rather than
being limited to 2D intra-floor navigation of various robotics
platforms. Our SFW consists of a single vertical dominant
direction (VDD), two horizontal dominant directions (HDDs),
and four sloping dominant directions (SDDs) sharing a common
inclination angle. Although SFW is a more general model than
the Manhattan world (MW), it is a more compact model than the
mixture of Manhattan world (MMW). Leveraging the structural
regularities of SFW, such as uniform inclination angle and
geometric patterns of the four SDDs, we design an efficient
and robust DD/vanishing point estimation method by aggregating
sloping line normals on the Gaussian sphere. We further utilize
the structural patterns of SFW for the 3-DoF visual compass,
the rotational motion tracking from a single line and plane,
which corresponds to the theoretical minimal sampling for 3-
DoF rotation estimation. Our method demonstrates enhanced
adaptability in more challenging inter-floor scenes in urban areas
and the highest rotational tracking accuracy compared to state-
of-the-art methods. We release the first dataset of sequential
RGB-D images captured in San Francisco world (SFW) and open
source codes at: https://SanFranciscoWorld.github.io/.

Index Terms—Mapping, Vision-Based Navigation, SLAM, Data
Sets for SLAM, RGB-D Perception.

I. INTRODUCTION

TRUCTURED environments have been well-studied in
computer vision [1]-[4] and robotics fields [5]-[8]. The
Manhattan world (MW) [1] represents the scenes with three
dominant directions (DDs) that are mutually orthogonal (see
Figs. 1(a) and 2(a)). The Atlanta world (AW) [2] holds for
the scenes with multiple horizontal DDs (HDDs) and a single
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(a) Manhattan

(b) Atlanta (c) San Francisco

Fig. 1. Representative city views for each structural model (top) and image
samples of off-the-shelf and author-collected datasets (bottom). (a) Manhattan
world with three mutually orthogonal DDs, (b) Atlanta world with multiple
horizontal DDs and one vertical DD, and (c) San Francisco with multiple
sloping DDs (cyan) sharing uniform inclination angle and three mutually
orthogonal DDs (red, blue, and green axis). Each SDD is mutually orthogonal
to one of the HDDs in SFW.

vertical DD (VDD) (see Figs. 1(b) and 2(b)). The mixture of
Manhattan worlds (MMW) [3] assumes multiple Manhattan
worlds that are independent (see Fig. 2(d)), describing more
complex man-made environments than MW and AW. The
Hong Kong world (HKW) [8] has multiple sloping DDs
(SDDs) with distinct slopes and HDDs sharing a common
VDD (see Fig. 2(e)).

The main shortcoming of MW and AW is their limited
generality, describing scenes on flat lands but not environments
with slopes. Although MMW and HKW models can describe
more general structured environments, they are unstable for
use in VO/SLAM and rotational motion tracking and sensitive
to noise owing to their high degree of freedom (DoF).

To address these issues, we propose a novel structural
model named the San Francisco world (SFW) inspired by
San Francisco’s hilly terrain (see Fig. 1(c)). Our proposed
SFW model is 4-DoF, which consists of a single VDD, two
HDDs, and four SDDs sharing a common inclination angle.
Our SFW is more general than MW because it can represent
environments with slopes, e.g., structured environments with
hilly terrain or a staircase. It is more compact and accurate
than MMW and HKW since DDs are tightly coupled based
on uniform inclination angle and orthogonality constraints.
Although our method estimates a single SDD, leveraging the
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Fig. 2. Tllustration of various structural models. (a) Manhattan world [1] corresponds to a single block or frame. (b) Atlanta world [2] corresponds to multiple
blocks sharing a common vertical DD, e.g., gravity direction. (c) In our San Francisco world, sloping blocks (gray boxes) share a uniform inclination angle.
The sloping lines are orthogonal to the normal of the walls (silver and golden axes). (d) Mixture of Manhattan world [3] with independent blocks. (¢) Hong
Kong world [8] with multiple sloping roads and blocks that share a common vertical DD.

structural regularities of SFW, our proposed method can utilize
line segments from four SDDs (see Fig. 2(c) magenta axes on
the gray boxes).

Our SFW has a large variety of potential application fields,
such as scene understanding, visual odometry (VO), and 3-
DoF rotation estimation. We focus on applying it to a 3-
DoF rotation estimation. Our proposed method, SLOPe (Sin-
gle Line and Plane-based Absolute Orientation Perception),
includes efficient and robust SFW detection and a visual
3-DoF compass from only a single line and a plane. Our
SLOPe enables 3D inter-floor navigation in urban areas rather
than being limited to 2D intra-floor navigation by effectively
utilizing consistent and repetitive slopes in indoor/outdoor
environments. Extensive evaluations show that our DD de-
tection and rotational motion tracking method produces the
highest accuracy compared to state-of-the-art methods. Our
main contributions are as follows:

e We propose a general and compact structural model
called San Francisco World (SFW) for structured environ-
ments with slopes, leveraging uniformly inclined slopes
and the mutual orthogonality between HDDs and SDDs.

e We present a novel approach named SLOPe, a highly
accurate, drift-free rotational motion tracking method in
SFW that requires only a single line and plane.

e We establish the first dataset of sequential RGB-D images
collected in SFW and evaluate our method on the author-
collected and the TAMU datasets, showing robust, stable,
and accurate performance.

II. RELATED WORK

Recent approaches in vision applications such as single-
view DD estimation [9]-[11] and DD tracking over time
for camera orientation estimation [5], [6], [8], [12]-[14]
have exploited structural models as precursors. The accuracy
of DD/rotation estimation has been improved dramatically
in [5], [9], [12] under MW assumption. Joo et al. [6], Li et
al. [13], and Zou et al. [15] have exploited AW for more
complex environments with multiple HDDs. MW and AW
lack generality and can only describe the structured scenes
on flat lands. Antunes and Barreto [16], and Yunus et al. [14]
infer the full MMW, the mixture of independent MWs. The
main limitation of MMW lies in unsatisfactory accuracy and
overwhelming computation owing to its high DoF. Li et al. [8]
have proposed HKW for a more strict assumption than MMW,
with multiple HDDs sharing a common VDD. However, HKW

lacks compactness in describing most structured environments
with less complexity because it assumes an infinite number
of HDDs and SDDs with distinct slopes, resulting in over-
clustering DDs and unsatisfactory accuracy.

Numerous studies have exploited structural prior for esti-
mating DDs utilizing line and plane normals. Kim et al. [5]
incorporate the 3-DoF rotational motion tracking from a single
line and plane into the model estimation step of the RANSAC,
utilizing the structural regularities of MW. Li et al. [17] utilize
line normals and a parameter search-based Mine-and-Stab
(MnS) method to guarantee quasi-global optimality in HDDs
estimation in AW. They reduce the search space effectively
by utilizing the orthogonality of VDD and HDDs. Methods
under MW and AW assumption [5], [17] fail to estimate
SDDs. Li et al. [8] propose a line-based SLAM under HKW
assumption, leveraging the orthogonality of HDDs and SDDs.
The shortcomings of their approach are the over-clustering
DDs and unsatisfactory accuracy owing to the HKW’s high
DoF. Their method also often fails because it necessitates a
substantial number of inlier lines.

Existing approaches have neglected to utilize the unique
geometric properties of structured environments with slopes
and fail in accurate DD/rotation estimation. Our method over-
comes these limitations thanks to the structural regularities of
SFW, such as the uniform inclination angle of SDDs and the
orthogonality between HDDs and SDDs. We design a new and
efficient MnS approach for optimal sloping parameter search
in SFW. We further leverage the structural regularities for
designing drift-free rotational motion tracking from a single
line and plane.

III. PRELIMINARIES
A. Gaussian Sphere

A Gaussian sphere is a unit sphere centered on the camera’s
center of projection. Fig. 3 illustrates how we represent
geometric elements such as lines and plane normal vectors
(PNV) on the Gaussian sphere. A line observed in the image
is projected onto the Gaussian sphere as a great circle. We
express the line in the image as a normal vector of the great
circle. Great circles representing parallel lines in the image
intersect at two antipodal points on the Gaussian sphere. A
unit vector from the center of projection to the intersection
point is a vanishing direction, calculated as the cross-product
of the normal vectors of two great circles representing parallel
lines in the image. The normal vectors from parallel lines lie
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Fig. 3. The 3D geometric relationship between the lines and plane normals on
the Gaussian sphere. The colors of the DDs on the Gaussian sphere indicate
the respective color of the plane normal vector or lines sharing a common
vanishing direction. A DD is defined by at least two parallel line segments
(see the sloping lines (cyan) projected on the Gaussian sphere). We express
a line segment on the image as a normal vector of the great circle.

on the “dominant plane”. We express the estimated vanishing
direction and a plane normal vector as the “dominant direction
(DD)” and the normal vector of the great circle from the image
line as the “line normal”.

In Section IV-A, we aggregate sloping lines aligned with
the four distinct sloping dominant planes to be aligned with
a single sloping dominant plane for an effective sloping
parameter search. The primary horizontal direction (PHD) in
Fig. 3 indicates an HDD mutually orthogonal to that first
initialized sloping dominant direction in the aggregation step,
and the auxiliary horizontal direction (AHD) is the remaining
HDD. We summarize the abbreviations in Table I.

B. Mine-and-Stab (MnS) Algorithm

The Mine-and-Stab (MnS) method guarantees global op-
timality in terms of maximizing the number of inliers. We
briefly summarize the basic idea of the MnS approach in terms
of our sloping parameter 8* search (for full details of the MnS
method, refer to [17]). In Fig. 4(a), a set of sphere points p;
of the i-th noise-free sloping lines normal vector n; should lie
on the same sloping dominant plane. In practice, however, the
sphere points p; cannot strictly lie on the sloping dominant
plane due to the noise of the 2D line position in the image.

TABLE I
ACRONYMS WITH COMPLETE WORDS

Acronym || Meaning

MW Manhattan World

AW Atlanta World

SFW San Francisco World

HKW Hong Kong World

MMW Mixture of Manhattan World
DD Dominant Direction

SDD Sloping Dominant Direction
PHD Primary Horizontal Direction
AHD Arbitrary Horizontal Direction
PNV Plane Normal Vector

MF Manhattan Frame

MnS Mine-and-Stab

PHD
Dominant Plane

A

SDD Candidates

(a) 3D Side View

(b) PHD Top View

Fig. 4. The Gaussian sphere with the normal vector (n;) of projected i-th
image line. The sphere point p; (gray dot) is aligned with the sloping dominant
plane. We expand p; into the spherical cap wj;, the candidate region to obtain
the candidate interval [}, 67

12 7 d

To consider this error, the MnS method employs a strategy
involving the extension of points p; to circles w;. We first mine
candidate intervals [0 Hﬁ] for each circle w;. The candidate
intervals for circles w; are calculated as angles between AHD
(blue axis) and SDD candidates s(67), s(6!) (cyan axes), with
the PHD (red axis) as the rotation axis. Given the candidate
intervals, our goal is to find an optimal sloping parameter 6*
that stabs the maximum number of the candidate intervals.

IV. PROPOSED METHOD

We propose a new and efficient method for SFW detection
and rotational motion tracking and name our method SLOPe
(Single Line and Plane-based Absolute Orientation Percep-
tion), a novel approach for estimating a drift-free rotational
motion in SFW. Our method is robust in sparsely textured
environments because we effectively utilize geometric patterns
and structural regularities to overcome sparsity. An overview
of the proposed method is shown in Figs. 5 and 8.

A. San Francisco World Detection

1) Initial MW Detection: We detect line segments using
LSD [18] and calculate their corresponding unit normal vec-
tors of great circles on the Gaussian sphere. We detect a
PNV from a depth image’s 3D point cloud with a RANSAC
algorithm [19]. We assume at least one Manhattan frame (MF)
line exists. To define the second MF axis, we take the cross
product between PNV and the normal vector of the MF line.
The third MF axis is automatically determined. For full details
of the MW detection, refer to [5].

2) Non-Manhattan Frame (Non-MF) Lines Filtering: We
filter the non-MF lines by eliminating the line normals aligned
with the three dominant planes of the MF.

3) Sloping Parameter 0* Search: Given the Non-MF lines,
we aggregate all the sloping line normals that follow distinct
SDDs to maximize the number of inliers. We leverage the
following properties of SFW for the aggregation. For simplic-
ity, we express the VDD, PHD, AHD, and the four SDDs in
mathematical symbols as v, h,, hg, and s, as illustrated in
Fig. 6(a).

Property 1. In Fig. 6(a), the s; and sp are symmetric with
respect to the h, and the v. The s3 and s4 are symmetric with
respect to the h, and v in the same sense.
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Fig. 5. Overview of our San Francisco world detection. We first detect the initial Manhattan world in the current image to filter out the non-Manhattan frame
(non-MF) lines among all detected lines. Our novel sloping parameter 6* search algorithm finds the optimal 1-DoF slope by effectively utilizing the geometric

properties of the SFW, achieving quasi-global optimality.
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Fig. 6. The symmetric and quarter-turn relationships of four SDDs in SFW.
The colors of the SDDs in (a) indicate the respective color of the vanishing
direction for the sloping lines illustrated in (b).
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Fig. 7. The sloping line normals on the Gaussian sphere in PHD top view (top
left) and VDD top view (bottom left) and corresponding candidate intervals
[0, 0] (right). By utilizing the symmetry and the quarter-turn relationship of
the sloping line normals, we can aggregate all the sloping line normals to be
aligned on a single dominant plane, effectively finding the optimal probe that
maximizes the number of stabbed intervals.

Property 2. The s; and s3, and the s, and s4, are related
by a 90-degree rotation around v, respectively. We call this
relationship as a quarter-turn relation.

By fully exploiting the geometric properties of SFW and
aggregating sloping line normals onto a single dominant plane,
we overcome the sparsity of line features, achieving effective
and robust SFW detection. Specifically, by utilizing Property

1, we aggregate line normals following s, onto s; dominant
plane with a symmetric shift (see Fig. 7 (top)), and Property
2, we aggregate line normals following s3 and s4 into the
same s; dominant plane with a quarter-turn shift (see Fig. 7
(bottom)). Our efficient MnS approach reduces the search
space of [—7,%] to [0, 7] and obtains an accurate sloping
parameter in a “quasi-globally” optimal manner. Specifically,
it guarantees the retrieval of the maximum number of inliers
under the condition that 3-DoF (the initial Manhattan frame)

is constrained.

B. Rotational Motion Tracking

After the SFW detection, we estimate drift-free rotational
motion from a single line and plane, which corresponds to the
theoretical minimal sampling for 3-DoF rotation estimation.
Given the PNV (the first DD, DD) tracked with a mean
shift algorithm [12], our SLOPe first aims to determine D Ds.
The remaining DDs of the SFW at the N*" frame can be
automatically determined utilizing the structural regularities of
the SFW. Algorithm 1 outlines the procedure for the proposed
SLOPe method.

Fig. 9 depicts the geometric relationships between each DD.
The tracked PNV and an unknown-but-sought DDy from a
sampled line can be either mutually orthogonal (Fig. 9 (a))
or related by the sloping parameter 6* (Fig. 9 (b) and (c)).
To operate for every plane and line pair existing in SFW, an
algorithm that works differently for each case is necessary. We
propose two approaches of DD, estimation, the Orthogonal
Method/Non-Orthogonal Method for the implementation of
SLOPe.

1) The Orthogonal Method: 1f the PNV and the unknown-
but-sought D D5 are mutually orthogonal, D D- is determined
by the orthogonal method, taking a cross product between the
PNV and the line normal. Given the DDy estimated from
the orthogonal method, we compute the angle between the
estimated DD, and each axis in the (N — 1)** San Francisco
frame (SF frame). If the angle satisfies the angle threshold, we
skip the non-orthogonal method and recover N*" SF frame.

2) The Non-Orthogonal Method: If no axis satisfies the
angle threshold check, we assume that the PNV and the
unknown-but-sought D D5 are in a relationship of Fig. 9 (b) or
(c), and the sampled line is a sloping line. We propose a novel
Non-Orthogonal method for determining D Do, leveraging the
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Fig. 8. Overview of our visual compass in San Francisco world. The proposed method estimates the drift-free rotational motion by using only a single line
and plane in the RANSAC framework. We utilize the sloping parameter 6* for the non-orthogonal method and the (N — 1)** SF frame for verifying the

estimated DD. We apply a Linear Kalman Filter for smoothing.
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Fig. 9. [Illustration of the mutual relationships between DDs in SFW. v,
hp, ha, sn, 0% denote VDD, PHD, AHD, the four SDDs, and the sloping
parameter, respectively. The two distinct DDs can be either (a) mutually
orthogonal or (b, c) related by 0* or 5 — 0*.
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Fig. 10. Non-orthogonal method for SDD detection. The second column
depicts the top view of the sloping line normal. Utilizing the property that
a sloping line normal and the unknown-but-sought SDD are orthogonal, we
parameterize SDD as s, (o) (cyan axis), which is the arbitrary vector u (black
axis), lying on the great circle of the sloping line, rotated by an angle oe. We
search for the o where the rotated vector u makes an angle 7 — 6* with the
VDD.

geometrical relationship between the sloping line normal and
the three potential PNVs.

In Fig. 10, the tracked PNV is VDD v, and a single line
follows s;. The angle between v and s; is § — 0" (the known
sloping parameter) as Fig. 9 (c) describes. To parameterize
the unknown-but-sought SDD s,,, we utilize the orthogonality
between the SDD and the sloping line normal. We rotate an
arbitrary vector u, perpendicular to the known (n)** sloping
line normal normal,,, by an unknown-but-sought angle o €

[—5, 5] around the sloping line normal normal,, as

6]

where R(qzis,angley denotes a rotation based on axis-angle
representation [20]. normal,, and s,(«) indicate the sloping
line normal and the unknown-but-sought s,,, respectively. We

Sn (Ol) = R(normaln ) Uy

aim to find « that makes the angle between s,, and v as close
to the known sloping parameter 3 — 6*. Mathematically,

arg min cos ™! (sn(a) - ha) — (g a 9*> ‘2

The problem in Eq. 2 has two distinct real solutions, as
shown in Fig. 10, marked by the red arrows. We determine the
real root by recovering two SF frames based on each solution
and comparing the clustered inliers of the SF frames.

2

Algorithm 1 SLOPe

1: Input: N line normals, tracked PNV (D D)

2: Output: (N)*" SF frame

3: while RANSAC break condition do

4 Sample (n)*" line normal normaly,

5: DDy =PNV (DD;1) X normal,

6: for each axis a; of the (N — 1)*"* SF frame do
7.

8

Compute angle 0; between D D2 and a;
: if 6; < angle threshold then
9: D D3 matches with a;

10: break
11: end if

12: end for
13: if no 0; < angle threshold then

14: D D3 = NonOrthogonal(PNV, normal,,)
15: end if
16: Recover SF frame

17: end while

V. EXPERIMENTS

We provide our dataset of sequential images in SFW and
evaluate the proposed method on the author-collected and the
TAMU datasets. We compare the proposed method against
other state-of-the-art approaches.

A. Datasets

1) Our GIST-SFW Dataset: Existing datasets [21], [22] are
only suitable for experiments in Manhattan and Atlanta worlds.
To evaluate the proposed algorithms, we establish the first
dataset of sequential images in the SFW. We collect data on the
Gwangju Institute of Science and Technology (GIST) campus
using an iPhone 15 Pro Max, which provides RGB, depth,
and confidence images, and name our dataset the “GIST-
SFW dataset”. Fig. 11 shows that our dataset includes image
sequences recorded on two different types of staircases. One is
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Fig. 11. Sample image sequences from our GIST-SFW dataset, the first indoor RGB-D dataset in SFW, with line clustering results from the proposed method.
We capture sequence (a) on a quarter-turn staircase illustrated in (d). We capture sequences (b) and (c) on a half-turn staircase illustrated in (e). We establish
and release the GIST-SFW dataset for the evaluation of the proposed SLOPe and other methods in SFW.

Ground Truth Proposed

LPIC [5] HK-SA [8]

TAMU Stair-B

21 Lines

GIST Half-Turn TAMU Stair-C

GIST Quarter-Turn

38 Lines 100%, 100%

\

95%, 61.29%

93.75%, 55.55% 75.75%, 83.33%

Fig. 12. Representative evaluations on TAMU [25] and our GIST-SFW datasets. Each row represents a tested dataset, and each column denotes an evaluated
algorithm. We utilize the manually extracted lines as the ground truth. The numbers below the images are the precision and recall.

a quarter-turn staircase (Fig. 11 (a), and (d)), and the other is
a half-turn staircase (Fig. 11 (b), (c) and (e)). This is the first
indoor RGB-D dataset in SFW. Our dataset contains Apple
ARKit’s odometry to validate the proposed SLOPe and other
methods in SFW. [23], [24] have evaluated the accuracy of
6-DoF pose estimation in Apple ARKit.

2) TAMU RGB-D dataset [25]: The TAMU RGB-D dataset
is collected in real-world structured environments. We test our
DD estimation method on ”’Staircase-C-const” and “Staircase-
B-vary” sequences.

B. DD/Vanishing Points Estimation

1) Evaluation Criteria: We assess the accuracy of our DD
estimation method using precision and recall error metrics

[26]. We compute the precision C/(C+W) and recall C/(C+M),
where C, W, and M denote the number of correctly identi-
fied, wrongly identified, and missing inliers, respectively. We
also compute the Fi-score that simultaneously encodes the
precision and recall by F; = %‘m. We compare
the F}-score on randomly selected scenes containing various
staircases from the TAMU [25] and our GIST-SFW datasets.

2) Methods for Comparison:

e LPIC [5]: Line and plane-based DD estimator designed
for MW,

o HK-SA [8]: Sampling-based DD estimator designed for
HKW.

3) Experimental Results: We present the accuracy com-
parisons in Figs. 12 and 13 (a). LPIC can only estimate
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TABLE II
COMPARISON OF THE ABSOLUTE ROTATION ERROR[DEG] EVALUATION ON GIST-SFW DATASET.

Experiment Proposed ManhattanSLAM [14] ORB-SLAM3 [27] DROID-SLAM [28] LIMAP [29] Traveling Rotation
Half-Turn Stair 1 0.68 6.91 6.56 2.81 1.12 180°
Half-Turn Stair 2 1.19 18.23 12.40 3.33 1.38 360°
Quarter-Turn Stair 1 0.96 10.46 6.56 2.81 1.12 180°
Quarter-Turn Stair 2 1.21 12.21 15.98 5.76 1.41 360°
In-Place Rotation 1.18 20.11 20.26 10.23 X 1800°
0 Proponed | TABLE III
o g HHLPIC — . RUNTIME COMPARISON ON GIST-SFW DATASET
g [JHK-SA g
:: 60 " EZ" | Proposed ManhattanSLAM ~ ORB-SLAM3  DROID-SLAM  LIMAP
g wol _. Time (s) |  0.061 0.128 0.070 0.119 0.208
g —
E sl F
< i E -+ can track accurate and drift-free camera rotational motion
<60 60~80 80~90 90~99 >99 B | —

DROID-SLAM LIMAP

(b)

Fig. 13. (a) Accuracy comparison between various DDs estimation methods
in terms of Fj-score of image line clustering on all the testing images of
TAMU [25] and our GIST-SFW dataset. (b) The statistical distribution of the
absolute rotation error from the ‘Quarter-Turn Stair 360°°.

ORB-SLAM3

F 1-Score(%)

@

three orthogonal DDs. It neglects or misconceives sloping
lines. HK-SA shows unsatisfactory accuracy. Over-clustering
occurs owing to its high DoF. HK-SA is also a sampling-
based method that necessitates a substantial number of vertical
and horizontal line samples, which results in poorer outcomes
in indoor environments with few HDD inliers. Thanks to the
generality and compactness of our SFW model, our proposed
method reliably identifies all the SDDs without over-/under-
clustering. The Fj-Scores (Fig. 13 (a)) also demonstrate that
other methods fail to achieve accurate DD estimation in
randomly selected scenes with stairs, whereas our method
achieves precision and recall of perfect score in the majority
of SFW scenes.

C. Rotational Motion Tracking

1) Evaluation Criteria: We measure the mean value of the
absolute rotation error (ARE) [12] in degrees and present the
evaluation results in Table II. The smallest rotation error for
each dataset is bolded. We compare our rotational motion
tracking on our GIST-SFW dataset with state-of-the-art meth-
ods. We treat 6-DoF camera poses from Apple ARKit as the
ground-truth [23].

2) Methods for Comparison:

e HK-SLAM [8]: Line-based SLAM designed for HKW.

e ManhattanSLAM [14]: Point, line, and plane-based
SLAM leveraging a mixture of Manhattan frames.

e ORB-SLAM3 [27]: Point feature-based SLAM.

e DROID-SLAM [28]: Deep learning-based RGB-D
SLAM.

e LIMAP [29]: Line and point association-based SLAM
exploiting structural priors.

3) Experimental Results: Table II compares the average
ARE results of the proposed and other methods. Our method

even in insufficient structural environments with a single
line feature, while other line-based or line and plane-based
approaches based on existing structural models (HK-SLAM,
LPIC) fail rotational tracking. For LIMAP, we employ the fit-
and-merge module that utilizes RGB-D images to ensure a
fair comparison. Although it achieves the second-best results
among the methods, the lack of a structural model leads to
error drift. Other methods (ManhattanSLAM, ORB-SLAM3,
DROID-SLAM) are significantly affected by the absence of
the structure and texture components in the scenes.

The proposed method shows accurate and robust rotation
estimation not only in abundant but also in very low structure
and texture-less environments with the help of the minimal
solution (one line and one plane). Our method also shows the
lowest statistical distribution of the ARE, as illustrated by the
boxplot from the ‘Quarter-Turn 360°° dataset in Fig. 13 (b).
Outliers marked as red cross are removed.

We report the comparison of the average runtime in Ta-
ble III. Our method is significantly faster than multi-feature-
based or deep learning-based methods. We have also analyzed
the runtime of each module that constitutes the proposed
method. For more details, please refer to our supplementary
materials.

Fig. 14 further demonstrates the generality and usefulness
of our methods through experiments in additional test scenes,
including various indoor/outdoor environments with slopes
that we can easily find around us, not limited to stairs in
Fig. 11, involving complex camera translations and rotations,
as well as numerous outlier line features. Please refer to the
video clips and supplementary materials submitted with this
paper for more details about the experiments.

D. Limitations

Proposed SLOPe may result in significant errors or even
fail if the sloping angle changes significantly between two
consecutive staircases or if the symmetric and quarter-turn
relationship is not maintained, as it relies on the geometric
regularities of slopes and stairs in urban areas. However, in
most typical man-made environments, stairs or slopes between
floors are usually constructed with specific regulations to
maintain consistent angles and structural patterns.
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Fig. 14. Clustered lines and tracked dominant plane with inferred SFW frame are overlaid on the RGB images (top). Colored thick and thin lines denote the
estimated 3-DoF camera orientation and the MW (VPs), and the black lines represent the true pose of the camera from Apple ARKit [23] (bottom).

We further validate the robustness and sensitivity of our
SLOPe against the sloping angle noise of synthetic lines. In
these experiments, the error remains below one and two de-
grees in SFW detection and rotational estimation, respectively,
when the standard deviation of random noise is within five
degrees. For more details on these experiments with synthetic
lines, please refer to our supplementary material on the project
webpage.

VI. CONCLUSION

We propose a novel structural model, San Francisco world
(SFW), designed for accurate, drift-free rotation estimation in
structured indoor environments with slopes. SFW enables 3D
inter-floor navigation in urban areas rather than limited to 2D
intra-floor navigation of various robotics platforms. SFW is a
more general model than MW and a more compact model than
HKW. Leveraging the structural regularity of SFW, we design
an efficient DDs estimator, San Francisco world detection, that
overcomes the sparsity of environmental features. We further
leverage the structural patterns of SFW for the 3-DoF visual
compass from a single line and plane, which are the minimal
sampling for 3-DoF rotation estimation. We establish and
release the first dataset of sequential RGB-D images captured
in SFW. Experiments show that our approach outperforms
state-of-the-art methods in adaptability and accuracy. Future
works involve extending the proposed SLOPe algorithm into
VO/SLAM frameworks for robust inter-floor localization and
mapping in urban environments, enabling advanced robotic ap-
plications such as seamless inter-floor navigation and efficient
exploration of complex urban architectures.
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